a.In mathematics, a dynamical system is a system in which a function describes the time dependence of a point in a geometrical space. Examples include the mathematical models that describe the swinging of a clock pendulum, the flow of water in a pipe, and the number of fish each springtime in a lake.

At any given time, a dynamical system has a state given by a tuple of real numbers (a vector) that can be represented by a point in an appropriate state space (a geometrical manifold). The evolution rule of the dynamical system is a function that describes what future states follow from the current state. Often the function is deterministic, that is, for a given time interval only one future state follows from the current state. However, some systems are stochastic, in that random events also affect the evolution of the state variables.

b.Dynamical systems are mainly represented by a state that evolves in time. The input as well as the current state of a dynamical system determine the evolution of the system. Typically an output is generated from the state of the system . This is a rather general definition of a dynamical system, where many different systems fit into. For investigating dynamical systems it is necessary to specify some characteristics that provide a subdivision into special classes of dynamical systems. Specific methods are available for some of these classes, thus such a classification can help to simplify the analysis.

An important characteristic of a dynamical system is whether it is continuous or discrete. Continuous systems (often called flows) are given by differential equations whereas discrete dynamical systems (often called maps) are specified by difference equations . Autonomous systems are characterized by the fact that input and output are omitted from the definition .

An important criterion for the analysis of a dynamical system is whether it is time-dependent or not . For time-dependent dynamical systems the function that specifies x (continuous case) orDelta x(discrete case) depends on the time itself whereas for time-independent systems this function does not change over time.

For the analysis it is very important whether a dynamical system is linear or not. Linear dynamical systems are simple to analyze as opposed to non-linear systems, which typically do have intricate dynamical behavior . Often linearization at specific locations is used to get insights into these complex non-linear dynamical systems.

Using linearization, another classification of dynamical systems is crucial to separate simple cases from more complex ones. Hyperbolic dynamical systems can be analyzed by linearization efficiently, whereas non-hyperbolic systems may cause major troubles in combination with linearization Hyperbolic systems are structurally stable, i.e., small perturbations of the system parameters do not change the qualitative behavior of the system. Non-hyperbolic systems are difficult to investigate, occur rarely and can be considered the transitional phase between two hyperbolic systems of different nature .

c.

The simplest population growth model, the Malthusian model, states that the rate of change of population is proportional to the population. In mathspeak we have

P'(t)=aP(t)

P(0)=P0

Here P(t) is the population at time t and a is a constant. (We assume that the population is a continuous function for simplicity. If we assume P(t) represents number of people, then obviously P(t) can take only integer values. A different type of analysis is required.)

This is an example of a linear separable ode. The exact solution to the problem is

P(t)=P0exp(at)

If a is positive, the populations grows exponentially for all time. This is unrealistic. A more realistic model is the logistic model

P'(t)=aP(t)(1-P(t)/b)

P(0)=P0

Here a and b are constants. In this model P'(t) is a sum of positive and negative terms (assuming P(t) is non-negative). If P(t) is sufficiently large, P'(t) is negative. It turns out as t increases the poplulation approaches b. b is the carrying capacity of this model.